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ABSTRACT Social media facilitates rapid dissemination of information for both factual and fictional
information. The spread of non-scientific information through social media platforms such as Twitter has
potential to cause damaging consequences. Situations such as the COVID-19 pandemic provides a favourable
environment for misinformation to thrive. The upcoming 5G technology is one of the recent victims of
misinformation and fake news and has been plagued with misinformation about the effects of its radiation.
During the COVID-19 pandemic, conspiracy theories linking the cause of the pandemic to 5G technology
have resonated with a section of people leading to outcomes such as destructive attacks on 5G towers. The
analysis of the social network data can help to understand the nature of the information being spread and
identify the commonly occurring themes in the information. The natural language processing (NLP) and the
statistical analysis of the social network data can empower policymakers to understand the misinformation
being spread and develop targeted strategies to counter the misinformation. In this paper, NLP based analysis
of tweets linking COVID-19 to 5G is presented. NLP models including Latent Dirichlet allocation (LDA),
sentiment analysis (SA) and social network analysis (SNA) were applied for the analysis of the tweets
and identification of topics. An understanding of the topic frequencies, the inter-relationships between
topics and geographical occurrence of the tweets allows identifying agencies and patterns in the spread
of misinformation and equips policymakers with knowledge to devise counter-strategies.

INDEX TERMS 5G conspiracy, corona-5G link, COVID-19, radiation scare, topicmodelling, tweet analysis.

I. INTRODUCTION
Information can be a boon, when it is reliable, authorised,
and validated. On the contrary, it can be a curse if it is
misused or overloaded. Information is a key resource in
handling serious issues such as pandemics which requires
effective dissemination of quality and reliable information
across all stakeholders including public. However, increase
in the use of social media technologies such as Facebook,
WhatsApp, YouTube etc., have empowered individuals in
disseminating information reflecting their personal thoughts
and perceptions about an issue, sometimes even in spreading
hatred or myths or conspiracies. A small dissemination of
misinformation on online platforms can lead to serious issues
which not only affects people but also the governments and
the society as a whole [1].

The associate editor coordinating the review of this manuscript and

approving it for publication was Derek Abbott .

The recent incidents of attacks on 5G towers/masts sig-
nify the importance of understanding the nature and atti-
tudes of the public in sharing misinformation and the process
of how myths related to 5G were developed and rapidly
spread. The inconsistencies between the trusted and the
non-trusted sources have to be investigated and reasoned in
order to prevent the spread of misinformation and change
peoples’ attitudes towards unauthorised information sources
and wrong information. By adopting innovative technologies
like Artificial Intelligence (AI), Machine Learning (ML),
and NLP, the online information, their sources and the
pattern and process of sharing of the information can be
analysed. A recent study by Groza [2] used Description
Logics for detecting inconsistencies between trusted medical
sources and non-trusted ones. The study has identified that
non-trusted information comes in natural language, while
trusted information comes in a more formal language. There-
fore, applying semantic reasoning and NLP techniques can
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identify the relationships between the types of information
and how they were shared by the public.

The work presented in this paper focuses on investigating
the factors that led to violent attacks on 5G infrastructure
by reviewing and analysing the tweets related to 5G and
COVID-19 in the UK using NLP techniques and text-mining
techniques. Investigating these factors may not only con-
tribute to the information management and awareness cre-
ation during COVID-19 pandemic, but also can be used to
develop strategies to prevent information misuse in future in
similar situations.

Statistical analysis of the tweets can unearth vital informa-
tion related to the geographical spread of misinformation, and
the frequently occurring terms and themes in the misinfor-
mation. This knowledge can be used to develop customized
approaches to counter misinformation. For instance, geo-
graphic location of the tweets and its occurrence frequency
(discussed in V-D) can identify the hotspots or regions that
are more prone to consumption of misinformation. Granular
data about the nature of the information from a geographical
information can help local governmental agencies to create
strategic awareness programs to counter the spread of misin-
formation and potentially reduce the further spread of fake
news and conspiracy theories. The objective of the paper
is to apply NLP techniques on the tweet dataset related to
COVID-19 and 5G to perform statistical analysis and identify
themes and topics from the tweets to understand the spread of
misinformation.

The rest of the paper is organised as follows. Section II dis-
cusses the recent events of spread of misinformation related
to the COVID-19 pandemic and its link to the 5G technology,
i.e. the Myth. Section III presents some well-known rele-
vant models adopted in our experiments and subsequent out-
comes/analysis. The experiments conducted are presented in
Section IV, the results and analysis are outlined in Section V.
Finally, Section VI discusses our work and the limitations of
our study, followed by conclusion in Section VII.

II. THE MYTH
Various myths and misinformation have been circulating on
online platforms in relation to the recent COVID-19 outbreak,
which have resulted in severe losses. For instance, rumours
such as drinking raw alcohol as a cure for COVID-19 in
Iran has resulted in many deaths [3]; similarly, conspiracy
theory linking 5G with COVID-19, has resulted in more
than 20 attacks on masts in the UK [4]. In this context,
Singh et al. [5] identified that a meaningful spatio-temporal
relationship exists betweenmyths and are linked to poor qual-
ity information on Twitter discussions. Therefore, there is an
immediate need for containing the spread of misinformation
on online platforms and increased public awareness through
various channels by using an evidence-based approach.

Jelnov [6], worked on delinking the myth and reported
that the virus is not very dangerous by correlating the log
of tests and reported cases, as well as the reported cases and
deaths per capita. Their work suggestedmortality rate of 0.4%

from COVID-19 in a cross-country comparison. However,
Constantinou et al. [7] argued that science has been failing
to convince people about COVID-19 findings and suggested
that measures need to be taken. They identified that myths
and conspiracy theories were believed even by highly edu-
cated individuals and that such beliefs could be predictors
of health-related risky behaviour, such as refusing social
distancing, pushing for mass gatherings for demonstrations,
and refusing future vaccinations.

In a different context, Laato et al. [8] investigated why
people share misinformation during COVID-19 Pandemic,
and revealed that a person’s trust in online information and
perceived information overload to be strong predictors of
unverified information sharing. In addition, these factors,
along with a person’s perceived COVID-19 severity and vul-
nerability influence cyberchondria [8]. Similarly, in a study
conducted by Allington and Dhavan [9], a strong acceptance
was exhibited by the public (in the UK) in relation to the
conspiracy belief that ’the symptoms of COVID-19 seem to
be connected to 5G mobile network radiation’, in contrast to
other conspiracy beliefs such as ’the virus was created in a
lab’ and ’COVID-19 pandemic was planned by pharmaceu-
tical companies’. Similarly, Cushion et al. identified that the
UK public were more involved in identifying and circulating
fake news, rather than identifying the important information
about UK death toll and the impact of COVID-19 on the
UK population [10].

III. NLP MODELS
A. LDA MODELS
Latent Dirichlet Allocation (LDA) [11] is a generative model
of topic modelling widely used in the literature and has shown
good performance in analysing large, noisy datasets [12]. The
LDA method is an unsupervised approach and can identify
themes and topics from a dataset without requiring the dataset
to be annotated [13]. The approach followed by LDA assumes
that each topic is a distribution of words and each document
has a certain distribution of topics. Variations of LDA mod-
elling are identified based on the number of words used to
define a topic and are referred as n-gram modelling [14]. For
instance, unigram models identify topics from distribution of
single words and bigram models identify topics from a distri-
bution of pair of words. LDA models enable identification of
topics in the document thereby generating observations and
in turn a group of observations can be associated to identify
recurring topics in the document.

B. SENTIMENT ANALYSIS
Sentiment analysis (SA) is a natural language process-
ing method to identify the sentiment or opinion contained
in a given piece of data [15]. As opinion is subjective,
sentiment analysis extracts the subjectivity in the given
text [16]. SA classifies the opinion or the identified subjec-
tivity in the text into different classes, most frequently, into
binary classifications, such as positive sentiment or negative
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sentiment. SA enables a computational study of people‘s
opinion, sentiment, attitude, and emotion towards an entity.
The entity can be about another individual or a public figure,
a product, such as cinema or electronic device or service
providers, such as restaurants and hospitals. Recent advance-
ments in machine learning is well explored for SA and
several studies are available based on techniques such as
support vector model [17], [18], naives bayes [19], [20],
strength of association [21], and advanced deep learning
approaches [22]–[24]. SA is explored for applications such
as user reviews [25], feedback forum analysis [26], patient
experience [27], social media data analysis [28], market
intelligence [29], public mood observations, and similar
applications.

C. SOCIAL NETWORK ANALYSIS
Social network analysis (SNA) approach provides
methods to determine relationships between entities
(e.g., people or groups) [30]. In our study, SNA is performed
using centrality-based social network method for network
analysis [31] and on co-occurrence analysis [32] of words to
visualize the network. The co-occurrence analysis identifies
the frequency of keywords that belong to similar themes and
topics and describes the relationship among the keywords.
Further, the co-occurrence network for noun bi-grams is con-
structed to visualize the relationships between the different
terms in the network.

IV. EXPERIMENTS
A. DATASET COLLECTION AND PRE-PROCESSING
The data presented by [33] is used in our experiments. The
dataset is the first publicly available coronavirus related
multi-lingual twitter dataset. The tweets were collected from
28 January 2020 onwards using application programming
interface (API) provided by twitter. With various COVID-19
pandemic related keywords, tweets from as early as
21 January, 2020 were recognized in the dataset. Over
50 million COVID-19 related tweets are indexed by the
dataset. For more details on the dataset, please refer to [34].

The focus of our work requires COVID-19 tweets in the
context of 5G technology, therefore the pre-processing step
involved filtering out the tweets. The keywords presented
in Table 1 were used to filter out COVID-19 tweets pertaining
to 5G. The tweets identified are dated from 21 January,
2020 until 18 April, 2020. Further pre-processing operations
included removal of duplicates by tweet ID and duplicated
contents. Post filtering and removal of duplicates, a total
of 82,043 tweets were available for analysis. Other standard
data cleaning steps mentioned in Table 2 were applied during
the pre-processing stage.

B. OPTIMAL TOPIC NUMBER
The first stage of our analysis concerned finding the optimal
number of topics that represents the contents of the evalu-
ated dataset and focused on topics consisting of nouns only.

TABLE 1. Keywords to filter the tweets corpus.

TABLE 2. Data cleaning prior to analysis.

Multiple LDA models with a topic number N ranging from
N = 2 to N = 38 were evaluated based on coherence scores
as a metric. The coherence score assesses the quality of the
learned topics by measuring the relative distances between
the words in a topic [35]. A high coherence score of the
topics indicate the high probability of the words belonging
to a particular topic.

From the evaluation of our LDA model, it was observed
that the highest coherence score of 0.52 is obtained for the
topic number, N=35. Therefore, the optimal number of topics
to represent our dataset under evaluation is N_topic = 35.
Figure 1 shows the coherence value score against theN_topic
evaluation.

FIGURE 1. Coherence score for different number of topics.

Finally, after 150 iterations of LDA analysis at a
N_topic = 35, the LDA model for topics with nouns only
was built. A intertopic distance map presented in [36] allows
to visualize the distance between the identified topics. The
distance map is a reflection of how similar or distinct the
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topics are from each other and the relative size of the top-
ics. Figure 2 visualizes the intertopic distance map of the
35 topics recognized by the LDA model.

FIGURE 2. Intertopic distance map for N=35 number of topics.

V. RESULTS AND ANALYSIS
A. LDA ANALYSIS
The LDA analysis via unigram and bigram modelling was
applied on the dataset under eight different study conditions.
Each variation attempts to identify topics from full-text,
nouns, adjective, verbs and adverbs. Despite the optimal num-
ber of topics was identified to be N_topic = 35, however, our
LDA implementation was restricted to 20 topics because after
approximately 20 topics the distribution of words tend to be
repetitive and do not provide meaningful insights than identi-
fied. The eight LDA analysis studies identified 20 topics each
and each topic represented by distribution of 20 words. Once
the topics were identified in each LDA attempt, the word dis-
tribution in each topic were manually analyzed and labelled.
Table 3 shows an example labelling of the word distribution
of an identified topic.

The entire analysis comprising of eight topics pertaining
to LDA model is presented in Table 4, inclusive of: unigram
model; unigram nouns; unigram nouns and adjectives; uni-
gram nouns, adjectives, verbs and adverbs; unigram nouns
and 5G keywords; bigram plain text; bigram nouns; and
bigram nouns and adjectives. It can be observed from the
Table 4 that several topics are repeated and are closely related.
The reason for similar and repeated topics is the homogeneity
of the dataset under evaluation. Topic modelling shows better
performance with diverse dataset that contain heterogeneous
categories (e.g: news articles) with little to no restriction
of target areas. In our study, we place a restriction of only
5G related COVID-19 tweets thereby restricting the hetero-
geneity of the dataset and leading to clustering and duplica-
tion of topics. For instance, Figure 3 shows the inter-topic
distance map of four of the eight LDA analysis studies.

TABLE 3. Manual labelling of a topic for a word distribution identified by
the LDA model.

The distribution of topics varies largely in each study, how-
ever, it can also be observed that the intertopic distance is
relatively low and the topics tend to cluster. The inter-topic
distance map is inspired by the LDAvis method of topic
visualization presented by Sievert and Shirley [36].

The intertopic distance map shown in 3 includes a graph
with axes placed as principal component 1 (PC1) and prin-
cipal component 2 (PC2) and correspond to the principal
components of the topic space. In the context of the presented
research, the x-axis can be seen as representing the subject of
‘‘coronavirus’’ and the y-axis represents the subject ‘‘5G’’.
Each quadrant can be interpreted to indicate the relevance
of topics to different subjects. The topics in first quadrant
implies that the tweets are related to both the topics of coro-
navirus and 5G. Similarly, on the second quadrant the topics
are more related to 5G, the topics in third quadrant are not
significantly related to neither of the topics, and topics in
the fourth quadrant imply that the tweets are more related
to coronavirus and less related to 5G. The topic centres are
determined by computing the Jensen-Shanon divergence [37]
between topics that measures the similarity between two
probability distributions and with multi-dimensional scaling
the inter-topic distances are projected onto two dimensions.
The areas of the circle are proportional to the prevalence of
the topics in the corpus.

B. SENTIMENT ANALYSIS
In the second part of our work, we performed senti-
ment analysis (SA) on the identified topics from the LDA
models. SA on the LDA topics classifies whether the topic
carries a positive or negative sentiment. Identifying the over-
all sentiment score of the topics provides insights into the
‘emotions’ carried by the topics. A negative trending score
implies tweets carry negative emotions such as unhappiness,
anger, fear, and others. The Valence Aware Dictionary and
sentiment Reasoner (VADER) model of SA presented in [38]
was implemented for identifying the sentimentality of the
topics. VADER is a popular model of SA and has demon-
strated good performance in various studies. In the second
iteration of our study, the VADER model was applied on
the topics identified. The approach of identifying the gen-
eral sentiment of a specific topic helps in determining the
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FIGURE 3. Intertopic distance map of topics identified of four LDA analysis studies: (a) Unigram Nouns (b) Unigram Noun-adjective pair
(c) Unigram noun-5G words (d) Bigram nouns.

general emotion behind the tweets. For all tweets
∑n

i=1 twi
of a topic Ti, a mean sentiment score STi is calculated by
finding the sentiment score for all tweets belonging to the
topic.

Figure 4 illustrates the sentiment scores identified of all
the topics belonging to our eight step analysis. The top-
ics identified with positive sentiment scores have a value
above zero and are plotted in the figure. The positive
scored topics are highlighted with the green background.
It can be observed that the majority of the topics belong
to negative scores as shown in the graph indicating that the
5G related COVID-19 tweets have largely carried negative
sentiment that may include emotions such as anger, hatred or
fear.

C. SOCIAL NETWORK ANALYSIS (SNA)
A co-occurrence network consists of nodes and edges. Nodes
are objects or agents that are connected through the edges
that defines the connection between the nodes. To identify
co-occurring words, bigrams are identified from the tweets
through nodes and edges. The identified bigrams describes
the co-occurrence between them.

Prior to the network analysis, several pre-processing steps
were performed on the dataset for the network construction.
The pre-processing steps included filtering out tweets prior
to January 2020, eliminating inconsistencies in the naming
of the term ‘‘coronavirus’’, removal of one-letter words,
lemmatizing nouns, and other steps such as eliminating set
entities, combining/trimming named entities, and space
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FIGURE 4. Sentiment score distribution of the topics identified. Positive sentiment topics are represented above the zero axis (red line).

removal. The processed dataset is analyzed to identify the
bigrams and build the co-occurrence network. Table 5 pro-
vides the statistics of the network analysis. It can be observed
that the number of nodes is lower than the number of edges.
The connection between the nodes (i.e. edges) leads to the
identification of bigrams and thus N unique bigrams are
identified. In Table 6, the top 20 nodes and the bigrams
identified from the nodes are listed.

Further analysis of the network is performed by deter-
mining the node importance in the network. The analysis
in our study is centrality measures based and is applied to
determine the influential keywords from the dataset. The
centrality measures are determined via degree centrality and
betweenness centrality [39]. The degree centrality of a node
is the number of all edges of a node relative to the com-
bined number of edges normalized by dividing by the max-
imum possible degree in a simple graph n-1. The degree
centrality indicates the importance or the influence of a
particular node on the network. The betweenness central-
ity is defined as the fraction of all possible shortest paths
between any pair of nodes that pass through the node, i.e.
the more frequently a node acts as a ‘‘bridge’’ to connect
other nodes to each other, the higher the centrality. Table 7
shows the degree centrality and betweenness centrality of the
top-20 nodes.

Figure 6 shows the network visualization of different
nodes within the network. The nodes are connected through
the edges (i.e. lines). The thicker the lines, the stronger is
the relationship between the two nodes. The network reflects

FIGURE 5. WordCloud of the frequently occurring terms.

the bigram-noun model. The nodes in the diagram are similar
to the words identified in the noun-bigram topic modelling
version. It can be noted that the node ‘‘coronavirus’’ has
the highest number of edges in the graph and has stronger
relationship with nodes such as ‘‘telecom’’.

D. STATISTICAL ANALYSIS
The most commonly occurring words on 5G related
COVID-19 tweets were analyzed from the dataset and the
LDA model outcomes.

1) TWEET FREQUENCY – GEOGRAPHICAL OCCURRENCE
The occurrence of 5G related COVID-19 tweets according
to countries was analyzed. Table 8 lists the top countries
with the highest number of tweets on 5G-COVID related
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FIGURE 6. Co-occurrence network indicating the relationship between the nodes and the strength
between each of the nodes.
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TABLE 4. Topics identified for different attempts.

TABLE 5. Descriptive statistics of the nodes co-occurrence.

subject. It can be noted that highest amount of tweets were
observed in USA, UK, Canada. The geographical occurrence
of the tweets is significant as it correlates to the spread of
misinformation and damaging consequences. For instances,
in the UK where a high occurrence of tweets happened a
significant number of cases of attacks on 5G masts were
reported [40], [41]. The amount of tweets, geolocation of
tweets and the speed of spread can be a vital tool for agencies
to counter misinformation and focus to create awareness at
target areas.

2) WORD FREQUENCY - DATASET
The first analysis identified the most frequently occurring
words in the dataset. Wordcloud analysis was applied to
identify the most frequent words. Figure 5 is a WordCloud
visualization of the most frequent words. It can be observed
that apart from the obvious ‘5G’ and ‘coronavirus’ words,

TABLE 6. Top 20 bigrams and their occurrence frequency.

the most frequent words include ‘China’, ‘Huawei’, ‘net-
work’, ‘technology’, ‘radiation’, ‘tower’, etc.

3) WORD FREQUENCY – LDA MODELS
Similarly, word frequency analysis were performed on the
topics identified in each of the LDA model. In Figure 7,
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FIGURE 7. Frequently occurring terms identified during LDA analysis for different attempts: (a) Noun (b) Noun-adjective pair (c) Bigram word
(d) Bigram adjectives.

word frequency count for four out of the eight LDA model
variations evaluated is displayed. It can be noted again that,
apart from the 5G and COVID-19 related terms, some of the
most frequently occurring words are 5G technology related
words such as ‘Huawei’, ‘network’, ‘technology’, ‘radiation’,
‘conspiracy’.

The most frequent words indicate that the technology
related words are frequently propagated in the tweets.
Further, occurrence of terms like ‘conspiracy’ and fre-
quent nouns such as ‘China’, ‘Huawei’, ‘Trump’, ‘USA’
indicate the manifestation of political clashes into conspir-
acies and spread of misinformation.

VI. DISCUSSION - LIMITATION OF STUDY
A pandemic situation provides a conducive environment
for spread of false information. Non-scientific claims such
as 5G radiation effects found significant boost during the
COVID19 crisis. Social media platforms such as Twitter
provide miscreants an effective tool to accelerate the rate
of misinformation spread. In this paper, we attempted to
analyse the tweets related to 5G and COVID19 scare with

a goal to understand the tweet trends. The LDA analysis
of the tweets enables us to identify several topics from
the tweets. An overview of the topics identified indicates
that the majority of the topics speak about the conspir-
acy behind the COVID19 pandemic and is evidenced by
large corpus of tweets that believe that the 5G technology
causes COVID19.

Our analysis observed that China and Huawei were fre-
quently discussed in the tweets. Similarly, frequently occur-
ring terms and discussed topics include 5G towers, radiation
effects, network and radiation. The majority of topics are
related to 5G radiation and tower effects and conspiracy
theories against China and Huawei.

Our study satisfies the evaluation metrics proposed
by Camache et al.‘s four dimensions of social network
analysis [42]. The evaluation metrics are – (a)Pattern and
knowledge discovery: our study identifies the themes and
topics from the tweet corpus; (b)Scalability: the presented
approaches can work on larger datasets and potentially allow
application of deep learning based techniques; (c)Information
fusion and integration: text data from different social media
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TABLE 7. Top 20 nodes with centrality measures.

TABLE 8. Top three countries with highest number of 5G-COVID19 tweets.

platforms can be included for further analysis and is our
potential future work; (d)Visualization: the LDAvis approach
and the other data visualizations presented in our study pro-
vides an insightful representation of the themes and topics of
the tweet data.

It is believed that an understanding of the themes and trends
from the tweets is crucial for policymakers to counter themis-
information with correct targeted information. Further, iden-
tifying the geographical location of the tweets and themes of
the tweet propagated in the region can be a useful information
for agencies to design awareness programs specific to the
target area and the population.

The results presented in the study has limitations mainly
due to the homogenous data used in the analysis. As the
tweets are narrowed down to the 5G and COVID19 topic,
the LDA analysis identifies themes that are clustered and
overlap. However, the analysis provides vital information
about the recurring themes across the tweets. Further, senti-
ment analysis tools provide additional information about the
overall emotion associated with the topics.

One of the limitation of the study is the relatively lower
number of tweets available for analysis. The smaller corpus is
due to the restriction of the tweets to just the topic of COVID
and 5G. A larger number of tweet corpus can provide more
robust and insightful analysis.

The study can be enhanced with the application of machine
learning and deep learning techniques for further analy-
sis. Techniques such as word2vec models [43] are to be
explored for more detailed analysis. Due to the homogeneity
of the dataset focusing on 5G, applying deep learning based
advanced approaches might not give robust results. Inclusion
of other conspiracy topics apart from 5G into the dataset can

help in improving the variety and veracity of the dataset to
apply deep learning based NLP methods.

VII. CONCLUSION
NLP based analysis of social media data provides oppor-
tunities to understand the nature and spread of misinfor-
mation. The COVID-19 tweets linking the pandemic to 5G
were analysed to identify the recurring themes and topics
within the tweets. Models including LDA, sentiment analysis
and social network analysis were applied for the analysis
of the tweets and identification of topics. An understand-
ing of the topic frequencies, the inter-relationships between
topics and geographical occurrence of the tweets enables to
detect agencies and patterns in the spread of misinforma-
tion and equips with policymakers with knowledge to devise
counter-strategies. The research work certainly can benefit
and improve further by focusing on more granular analysis of
the data and longitudinal analysis of the nature of information
spread.
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